Data Normalization for Variation in Document L ength in Exploratory

Multivariate Analysis of Text Corpora

Abstract

The advent of large electronic text corpora has generated a range of teclsologitheir
search and interpretation. Variation in document length can be a problem fer tdad®ologies, and
several normalization methods for mitigating its effects have been pehpdkis paper assesses the
effectiveness of such methods in specific relation to exploratotivamate analysis. The discussion
is in four main parts. The first part states the problem, the secoscribes some normalization
methods, the third identifies poor estimation of the population probabiltsr@bles as a factor that
compromises the effectiveness of the normalization methods foshaetydocuments, and the fourth
proposes elimination of data matrix rows representing document which ahtobto be reliably

normalized and suggests ways of identifying those documents.

1. Introduction

The advent of large electronic text corpora has geseratrange of technologies for their
search and interpretation. Variation in document lewgth be a problem for these technologies, and
several normalization methods for mitigating its effdlchve been proposed. This paper assesses the
effectiveness of such methods in specific relationXplogatory multivariate analysis [5, 10]. The
discussion is in four main parts. The first part states problem, the second describes some
normalization methods, the third identifies poor estiomabf the population probability of variables as

a factor that compromises the effectiveness of threnalization methods for very short documents,



and the fourth proposes elimination of data matrix ramsasenting document which are too short to

be reliably normalized and suggests ways of identifyingetidogeuments

2. Variation in document length: the problem

Documents in collections can and often do vary considerabllength. Where the data
abstracted from such a collection is based on the fregueihsome textual feature or features of
interest, such length variation is a problem for expisamultivariate analysis. The nature of the
problem is exemplified using the small document collec@ocomprising excerpts of various lengths

from historical English texts ranging from Old EngltshEarly Modern English, shown in Figure 1.

Name Date Size
Sermo Lupi ad Anglos c.1000 CE 13 kb
Beowulf €.1000 CE 106 kb
Apollonius of Tyre c.1000 CE 35 kb
The Owl and the Nightingale c.1300 CE 10 kb
Chaucer Troilus & Criseyde c.1370 CE 123 kb
Malory, Morte d'Arthur c.1470 CE 132 kb
Everyman c.1500 CE 37 kb
SpenserFaerie Queene 1590 CE 34 kb
King James Bible 1611 CE 11kb

Figure 1. Document collection C

1.1 Data creation

Prior to its standardization in the later 18th centwspelling in the British Isles varied
considerably over time and place, reflecting on the lavel differences in phonetics, phonology and
morphology at different stages of linguistic developmemtid on the other differences in spelling

conventions. It should, therefore, be possible to caiagoexts on the basis of their spelling and to



correlate the resulting categorizations with chronplothe research question, therefore, is: can the
documents in C be accurately categorized chronologicaltirdiy spelling?

Investigation of spelling is here based on the concktttectuple, where a tuple is a sequence
of symbols:xx is a pair,xxx a triple, xxxx a four-tuple, and so on. Given a collection containimg
documents, compile a list of all letter tuples that oaeuhe texts. Assume that there arguch tuples.
To each of the documentsid the collection (foii = 1.m) assign a vector of lengtihhsuch that each
vector element j\(for j = 1.n) represents one of theletter tuples. In each documentadunt the
number of times each of tineletter tupleg occurs, and enter that frequency in the vector elemerit v
the vector associated with. d'he result is a set of vectors each of which is @uwence frequency
profile of letter tuples for one of the documents ia tollection. These document profile vectors are
stored as the rows of a matrix.

A letter-pair frequency matrix was abstracted from @guthe foregoing procedure. 554 letter
pairs were found, and since there are 9 documents, thieises 9 x 554 matrix henceforth referred to

Mc.

1.2 Exploratory multivariate analysisof M ¢

From what is commonly known of the history of theghish language and of spelling at
various stages of its development, one expects expigrahalysis of M to produce no surprises: the
Old English, Middle English, and Early Modern Englisktsewill form clusters. This expectation is

not fulfilled, however, as the hierarchical analy&kif Figure 2 shows.



The: Owd and the Nightingale, 1250-1300 AD, 9731 pairs
Sermo Lupi ad Anglos, 996-1023 AD, 11755 pairs
King Jarnes Bible, 1611 AD, 10925 pairs

Anollonius of Tyre, 1000-1050 AD, 34318 pairs

Faerie Queene, 1590 AD, 33002 pairs

Everyman, 1500 AD, 38041 pairs

Beawulf, 1000 AD, 97825 pairs
Troilus & Criseyde, 1370 AD, 124169 pairs
Marte d'Arhur, 1470 AD, 134134 pairs :|

Figure 2. Cluster tree of the rows of data matrix M

The texts do not group by chronological period, and thsteting in fact makes no obvious
sense in terms of anything one knows about them and tiséaribal context. When, however, one
looks at theSizecolumn in Figure 1, a correlation between cluster atrecand document length is
immediately clear. The texts have been grouped by tékaitive lengths: the short textOWl, Sermo,
King Jame} comprise one cluster, the intermediate-length tg&pollonius, Faerie Queene,
Everyman a second cluster, and the long texteo{lus, Morte d'Arthuy a third, withBeowulfon its

own commensurate with a length that falls betweernntieemediate-length and long texts.

1.3 Explanation of document length based clustering

When data has a vector representation, clustering hyntat length is explicable in terms of
vector space geometry [3], in which the dimensionalibf the vector defines amdimensional space
(here taken to be the familiar Euclidean one), tligisece of scalars comprising the vector specifies
coordinates in the space, and the vector itself is & pbthose coordinates. When two or more vectors
exist in a space it is possible to measure the disthetgeen them and thus to compare relative
distances, so thalistanc€AB) in Figure 3a is greater thalstanc€AC). The length of a vector is the

distance between itself and some reference poihieispace's coordinate system; for present purposes



that reference point is taken to be the origin ofdberdinate axes. Like the distance between vectors,

the relative lengths of vectors can be compared=igare 3blength(A) is greater thatength(C).
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Figure 3: Distance and length in two-dimensional veqtacs

The distance between any two vectors in a space tdyjoietermined by the magnitude of the
angle between the lines joining them to the origin efgpace's coordinate system, and by the lengths

of those lines.
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Figure 4: Relationship of vector angle and vector lengtkettor distance

Figure 4a shows two vectors A and B and an aéidgletween them. In 4bremains the same and the

length of B is increased, in 4ds increased and the vector lengths remain the samé) dddooth the



angle and the length of B are increased; in all cad®s-((4d) the distance between A and B increases
commensurately.

It is easy to see that, as the angle decreasesh |dregiomes increasingly dominant in
determining distance. When, moreover, this observasie@xtended to more than two vectors, length
becomes an increasingly important determinant of vedtestering in the space: where the angles

between them are small, vectors of similar lengthstetyas shown in Figure 5.

Figure 5: Clusters determined by vector length

And, because hierarchical cluster analysis groups veotoithe basis of their relative distances in
space, vector length under these circumstances latgedymines cluster analytical results.

This applies directly to the cluster analysis of M that (i) the angles between its row vectors
are relatively small, (ii) the vectors vary in lengaimd (iii) this length variation creates clusters in the
data space. Because:h$ 554-dimensional there is no question of being to siswvity plotting the
row vectors directly as for the two-dimensional exaamplFigure 5. It is, however, possible to do so
indirectly by projecting M into two-dimensional space using principal component aisalg$ and
then plotting the rows of the projection matrix; tiwetlargest principal components otMccount for

70.7% of its variance, so the 9 x 2 projection matrixdvh) is a reasonably accurate representation of



Mc. The scatter plot of the rows ofddca)in Figure Gshows that the angles between them are indeed

relatively small and that they cluster by vector length.
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Figure 6: Scatter plot of the row vectors ofMa)

When, moreover, one observes that there is a mezarlirelationship between the sizes of the
documents in C (measured as the number of tuples in aadlhe lengths of the vectors representing
them in M: (Figure 7), the reason for the length-based clusterfndnedo documents in C becomes

obvious.
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Figure 7: Plot of row vector lengths ind\gainst the sizes of the corresponding documents in C

3. Document length normalization methods
Several ways of normalizing frequency data matricesadied from varying-length document
collections have been proposed [1, 8, 9]. All of theankaby dividing each of the values in each row

of a frequency data matrix M by a constaat:

M,
M ij = Zizl.mZJ:ln (T]
This section mentions only two; subsequent discussidrsiaolw why an exhaustive list is unnecessary

for present purposes.

* Probability normalization For a given row Mk is the sum of frequencies in that row, thakis,

Z,— M, for j = 1.n. This replaces absolute frequency values in the mathinse magnitudes are

dependent on document size, with probabilities, whichatgsee further on the frequency-based

definition of probability in Section 4 below.



» Cosine normalizationAny vector can be transformed so that it has lengbly dlividing it by its
norm or length:

Vv
vV =

unit _M
In the present application= M; and |[M| =k. All row vectors in M are thereby made to lie on a
hypersphere of radius 1 around the origin; because all geaterequal in length, variation in the
lengths of documents and, correspondingly, of the vett@at represent them cannot be a factor in

analysis.

4. Effectiveness of normalization methods
Mc was normalized using the methods described in Section B,bath the normalized

matrices were cluster analyzed. In both cases tl#t meas the same, and is shown in Figure 8.

The Owl and the Mightingale, 1250-1300 AD, 9731 pairs

Sermo Lupi ad Anglos, 996-1023 AD, 11755 pairs
Beowulf, 1000 AD, 97825 pars}'i
Apallonius of Tyre, 1000-1080 AD, 34318 pairs

King James Bible, 1611 AD, 10925 pair

Faerie Queene, 1530 AD, 33002 pairs
Troilus & Criseyde, 1370 AD, 124169 pairsj
Morte diArthur, 1470 AD, 134134 pairs

Everyman, 1500 AD, 36041 pairs

Figure 8. Cluster analysis of length-normalized matrix M

The row vectors are now clustered by the chronologicabg® of the texts they represent, and make
sense in terms of what is known of those texts irtiogldo the history of English. There are two main

clusters. The upper one comprises a group of Old English é&xl the single Early Middle English



text irrespective of length variation. The lower a@ntains the later Middle English and the Early
Modern English texts. Here, the most recent of thdyBAodern textsKing Jamesis on its own; the
Faerie Queenethough chonologically near ting Jamesis known deliberately to have archaized its
spelling, and is thus classified with the Middle Engliskts.

For C, therefore, the conclusions are (i) that ndmagon solves the problem of variation in
document length, and (ii) that the normalization methefisred to in Section &e equally effective.
Can these conclusions be extended to document cotisatiogeneral? The short answer with respect
to (i) is 'no’, and with respect to (ii) ‘probably’; tieeainder of this section deals mainly with (i), but
(i) is briefly addressed at the end.

When a frequency matrix is abstracted from a collactiontaining very short documents,
normalization of the vectors representing those shoctimhents is likely to be unreliable, which in
turn leads to unreliable cluster analytical results. $tesns from the unlikelihood of very short texts
accurately estimating the population probabilities of dat@bles. Given a population E mfevents,
the frequency interpretation of probability [7, pp.1-17] déngd the probabilityp(e) of ¢ E (fori in
1.n) is the ratio frequencye) / n), that is, the proportion of the number of tingesccurs relative to
the total number of occurrences of events in E. A $aumpE can be used to estima@), as is done
with, for example, human populations in social surv@yse Law of Large Numbers [4, pp. 305-320]
says that, as sample size increases, so does théddelthat the sample estimate of an event's
population probability is accurate; a small sample migV® an accurate estimate but is less likely to
do so than a larger one, and for this reason larggplearare preferred. It has already been pointed out
that, where there is variation in document length @hdccurrences of some feature are counted, the
sum of frequencies for a vector representing a relgtieeiger document is necessarily greater in

magnitude than the sum of frequencies for a vector reptieg a relatively shorter one. The shorter



the document, therefore, the less accurate its estiofatie population probabilities can be expected
to be.

To see the effect of this on cluster analysis, ic@nsfirst a case where the population
probabilities of the data variables are known, and a mhataix where the rows represent samples of

increasing size and the sample variable values have begwged so that all give perfect estimates of

those probabilities (Figure 9).

vl v2 v3 va v5
p=.067 p=.133| p=.200| p=.267 | p=.333
rl (s=15) 1 2 3 4 5
r2 (s=30) 2 4 6 8 10
r3 (s=60) 4 8 12 16 20
r4 (s=120) | 8 16 24 32 40
r5 (=240) 16 32 48 64 80
ré (=480) 32 64 96 128 160
r7 (s=960) | 64 128 192 256 320
r8 (=1920) | 128 256 384 512 640

Figure 9. Data matrix showing population probabilitiesariables

Figure 10 shows this matrix probability-normalized.

vl v2 v3 va v5
ri .067 133 .200 .267 .333
r2 .067 133 .200 .267 .333
r3 .067 133 .200 .267 .333
r4 .067 133 .200 .267 .333
r5 .067 133 .200 .267 .333
ré .067 133 .200 .267 .333
r7 .067 133 .200 .267 .333
r8 .067 133 .200 .267 .333

Figure 10. The matrix of Figure 10 probability-normalized



The matrices of Figures 9 and 10 were cluster analyzedhandsults are shown in Figure 11.

Figure 11. Cluster analyses of Figures 10 (a) and Figure Tiatiolces

Normalization has completely eliminated the variatioength which gives rise to the length-based
clustering in Figure 1la and made the rows unclassifiable (Bsbjhe definition of probability
normalization leads one to expect.

Now consider what happens with a matrix empiricaklyived from a collection of, say, 16
documents where accuracy of the population probabilitymastis cannot be guaranteed. For
comparability with Figures 9 and 10, each document in thection is twice as long as the preceding
one, giving the same progression of relative sampigties as in Figure 9. The documents are
increasing-length excerpts from a randomly-selected Bagkens'Dombey & Sonand the variables
are again letter pairs: the first document contaiaditet 10 letter pairs in the text, the second thst fir
20 pairs, and so on up to the sixteenth at 327680 pairs. TieeB®@ letter-pair types, which yields a
16 x 560 frequency matrix §p. Figure 12a shows a cluster analysis ggdvMand Figure 12b of the

probability normalized matrix Monorm).
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Figure 12. Euclidean distance / single link cluster anslyEMsso and Msonorm)

Like Figure 11a, 12a shows length-based clustering. Unlike Filivg however, 12b is not flat, that
is, the matrix rows have not been normalized to umifealues. The reason for this emerges from an
examination of the distributions of individual variabl@lpabilities. Figure 13 shows the distributions
for the three most frequent letter pairs in the catectth, in, andhe across all 16 documents; the

remaining columns are similar.
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Figure 13. Probability distributions of the letter pdiesin, andth

The horizontal axis represents the 16 documents witshbeest on the left and the vertical axis the

population probability estimates ftwe, th, andin. In each distribution, the probabilities fluctuate for



the shorter documents and then settle down to a muoh n@stricted range of values corresponding to
the increasingly-accurate estimate of the populationgiitity as one moves to the longer documents
on the right, which is what one expects from the ledvicarge Numbers. The fluctuations on the left
are caused by frequency values that are too large or tobrstasive to the length of the segment to
estimate the population probability accurately. In otherds, frequency values for variables in short
texts can be and in the present instance are unrediatieators of population probabilities.

Finally, it remains to note that the unreliability afrmalization with respect to very short
documents discussed above affects any method that diwdesgector values by a constant, such as
the cosine normalization mentioned in Section 3. Timsthods are all linear vector transformations,

and, as such, affect the scaling of the row values buhawtdistribution.

5. Dealing with very short documents

The only obvious solution to the problem described iri@e4d is to identify which documents
in a collection are too short to provide reasonably bldi@stimates of population probabilities, and to
eliminate the corresponding rows from the data maiux.how short is too short?

One approach is to sort the row vectors of the unn@asamatrix in ascending order of
document length and the column vectors in descending orderiable frequency, and then to create
probability plots for the most frequent variables stgrtat the left of the matrix, as in Figure 13.
Documents that are too short will show up as large atrtioctuations; the point on the document
axis where the fluctuations settle down is the requiredtlethreshold. In Figure 13, for example,
documents 1-4 would be regarded as too short for inclusionailysasy though one would want to
examine more variables before drawing that conclusion.

The other approach is to determine how well the rowk@imatrix have converged on some

criterion and to remove those rows which have convergsdifficiently well. Using the centroid



vector of Msso as the criterion, the least squares distances o$ W6 of the normalized matrix
Mseomorm) from it were calculated and plotted in Figure 14; to pensate for differences in scaling
between Meso and Meonorm) all vectors were converted to standard or z-scores fwithe distance

calculation.
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Figure 14. Least squares distances of row vectorssgfMm)from the centroid vector of do

The indication is that the convergence is acceptalolen fvector 8 onwards, and that rows 1-7
representing the shorter documents should be removedMigo.
With both approaches, the decision on where exaetiywatershed should go is a matter of

judgement, and will presumably be clearer in some apjplitathan in others.

Conclusions

The discussion began with the observation that vamiain the length of documents in
electronic text corpora can be a problem for a rangetefpretative technologies, and undertook to
address that problem with reference to exploratory wauldte analysis of frequency data. The
discussion was in four main parts. The first part stdtedhature of the problem, the second described

some normalization methods designed to mitigate ormditaiit, the third identified poor estimation of



variable population probability as a factor that compsasithe effectiveness of the normalization
methods for very short documents, and the fourth prabadenination of data matrix rows
representing document which are too short to be reladnignalized and suggested ways of identifying

those documents.
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