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Introduction

The proliferation of computational technology has generated an
explosive production of electronically encoded information d¢f al
kinds. In the face of this, traditional philological methods $earch
and interpretation of data have been overwhelmed by volantka
variety of computational methods have been developed in empatt

to make the deluge tractable. These developments have clear
implications for corpus-based linguistics in general, fondcorpus-
based study of historical dialectology in particular: agenamd larger
historical text corpora become available, effective aimlgé them

will increasingly be tractable only by adapting the interpnetati
methods developed by the statistical (Hatiral 2005; Tabachnik &
Fidell 2006), information retrieval (Belew 2000; Grossman &dfer
2004), pattern recognition (Bishop 2006), and related communities
To use such analytical methods effectively, however, ishagsarise
with respect to the abstraction of data from corpora havde
understood. This paper addresses an issue that has a émalm
bearing on the validity of analytical results based on siata:
variation in document length. The discussion is in fournnrts.
The first part shows how a particular class of computatiowhods,
exploratory multivariate analysis, can be used in hisbr
dialectology research, the second explains why variationdardent
length can be a problem in such analysis, the third premsaiment
length normalization as a solution to that problem, andfokieth
points out some difficulties associated with document length
normalization



1. Exploratory multivariate analysis in historical
dialectology

Historical dialectology is based on the study of collectidnspoken

or written language. A typical research question is: rgimecorpus
comprising a collection of historical documents, can thosements

be dialectally classified on the basis of their linguistiaracteristics -
-phonetic, phonological, morphological, lexical, or syntactic? There
are two main approaches to this type of question:

» Theoretically-driven: Classification criteria are stéal by the
researcher on the basis of an independently-specified
theoretical linguistic framework supported by existing case
studies conducted within that framework and by personal
knowledge of the characteristics of the language in the
historical period in question.

» Empirically-driven: Classification criteria are algoritiwailly
abstracted from the corpus data itself without referemeay
theoretical linguistic framework, existing analyticasults, or
personal knowledge of the subject domain.

The theoretically-driven approach is suitable where theusors
embedded in a well understood dialectological context, while the
empirically-driven one is suitable where little is knowpréori about

it. This paper is concerned with analysis of histor@@pora whose
characteristics are not well known using an empiricaliyedr
methodology called exploratory multivariate analysis.

1.1The nature of exploratory multivariate analysis

In current scientific practice, a hypothesis about somturala
phenomenon is proposed and its adequacy assessed using data
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obtained from observation of the domain of inquiry. But nature is
dauntingly complex, and there is little practical or inddezbtetical
hope of being able to observe even a small part of it exhelyst
Instead, the researcher selects particular aspects dbthain which
seem salient to his or her research question. Edebteg aspect is
represented by a variable, and a series of observationadsated in
which, at each observation, the values of each variaeleeaorded. A
body of data is thereby built up on the basis of which the hypethesi
can be assessed. If only one aspect of the domain is obseahed
height of individuals in a population, say-- then the dataistnsf
some number of values assigned to a single variable;dduat is
univariate. If two aspects are observed --say height afghtvethen

the data is bivariate, if three trivariate, and sauprio some arbitrary
numbern. Any data wherea is greater than 1 is multivariate.

As the size of the data grows, that is, as the nurober
variables and / or the number of observations incredgsbgcomes
ever more difficult to see any interesting regularitieg direct
inspection. Take, for example, data in which threeqgrerp1, p2, and
p3 are described in terms of two variables 'age' andhweif pl is
young, p2 middle-aged, and p3 old, and if pl's weight is low, p2's
medium, and p3's high, it's easy enough to infer just by lookitigeat
data that weight increases with age, at least forstinisple. Adding a
third variable 'height' makes it a little more diffichlit not impossible
to see such regularities. But what if there are a domiables,
including such things as 'income’, 'hair colour', and 'sim&? It is
very difficult to see very much in the data, and, of cquitsgre is no
limit to the number of variables that might be used &cdee people.
How easy would it be to see any regularities in daith,vsay 100
variables, even for only three people? And, as the nuofbgersons
increases, so does the difficulty of interpretation.short, as the
number of variables and/or observations grows, so doddiffioailty
of conceptualizing the interrelationships of variables on thehand,
and the interrelationships of observations on the other.

Exploratory multivariate analysis is a general termm fo
mathematically based methods for discovering and understaratiag d
that has too many variables for it to be comprehensible vectdi
inspection (Andrienko & Andrienko 2005). Exploratory methods have
long been used in numerous science and engineering discipfines
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way of generating hypotheses about data whose charactessti not
well understood. Closer to home, the proliferation oftebeic text in
recent decades has seen the application of exploratory raettod
processing of natural language text in areas like informattieval
(Belew 2000; Grossman & Frieder 2004) and data mining €Tfaah
2006), as well as in linguistic analysis and in trad#iophilology
more generally. The literature on linguistic and philological
applications is too large and varied to cite here; reptatee
dialectological examples are Heeringa & Nerbonne (2001), and
Nerbonne & Herrings (2001).

1.2. Application of exploratory multivariate analysis to historical
dialectology

Exploratory multivariate analysis methods are intendedifigedly to
classify any given collection of objects described byramor less
numerous variables. Because this is precisely the kindes#arch
guestion with which historical dialectology is often concerribdir
extension to corpus analysis is a natural step.

To exemplify this extension we consider tiNewcastle
Electronic Corpus of Tyneside EngliddECTE), a corpus of dialect
speech from Tyneside in North-East England (Akgral 2005). It
includes phonetic transcriptions of 63 interviews togethen wdtial
data about the speakers, and as such offers an opporturtitgydlse
phonetic dialectology of Tyneside speech of the late 1960s. Moisl
Jones (2005), Moiskt al (2006), Moisl & Maguire (2008) have
begun that study using exploratory analysis of the trgsigmis with
the aim of generating hypotheses about phonetic variation among
speakers and speaker groups in the corpus. These studiesasede
on comparison of profiles associated with each of the Jp&akers.

A profile for any speaker S is the number of times & wsach of the
phonetic segments in the NECTE transcription scheme in hisror he
interview. More specifically, the profile P associateith S is a
vector having as many elements as there are segments atiehc¢h
vector element Represents thgth segment, whergis in the range
1..number of segments in the NECTE phonetic transcriptibanse,

and the value stored af B an integer representing the number of
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times S uses thgth segment. There are 156 segments, and so a
speaker profile is a length-156 vector. There are 63 TLS sppeakeat
their profiles are represented in a matrix N having @8sr one for
each profile; a fragment is shown in Figure 1.:

vil:id v2: 1 o |v156: )
Speaker 1 23 4 7
Speaker 2 3 56 4
Speaker
63 18 35 8

Figure 1: NECTE phonetic segment frequency data matrix N

The aim is to classify the 63 speakers in accordantethe values in
their speaker profiles.

N is an example of a data that is simply too large and leaxmp
to be interpretable by direct inspection. It was theeefanalyzed
using hierarchical cluster analygiEveritt et al 2001),a widely
used exploratory analytical method that representsivielaimilarity
among items in high-dimensional data as a nested tree:
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Figure 2: Cluster analysis of the NECTE data matrix N

Cluster trees like this are familiar to linguists apresentations of
syntactic phrase structure, but differ from linguistic srizethat

e they are shown horizontally rather in the vertical
orientation that is more usual for linguistic phrase
structure trees in order to make them more readily
representable on a page.

+ the leaves are not lexical tokens but labels for the data
items --here speaker labels.

e they represent not grammatical constituency but
relativities of similarity between the vectors
representing the data entities --here speakers. The
lengths of the branches linking the subtrees represent
degrees of similarity: the shorter the branch, the more
similar the subtrees. Thus the subtrees labelled NG1
and NG2 above are very dissimilar, NGla(i) and
NG1lay(ii) very similar, and so on.

The hierarchical analysis partitions the NECTE speaketh®iasis

of their phonetic usage (Moigit al, 2006). The main distinction is
between middle class, well educated speakers from Newcastlee
north side of the river Tyne, labelled NG2, and workinggldess
well educated speakers from Gateshead on the south dite Byne,
labelled NG1. The Gateshead speakers are categorized@ib
(exclusively male), and NGla (mainly through not exclusively
female); NG1la is subcategorized into NG1la(i) (workingscfamales)
and NGla(i) (males and females with relatively higher
socioeconomic status).

2. The problem of variation in document length



It is a simple fact of life that documents in any giwailection can
vary considerably in length. Where the data abstractau Buch a
corpus is based on frequency, such length variation istdeon for
cluster analysis. This section shows why.

For concreteness of exposition the discussion is based on a
small, artificially-constructed corpus C with known struatur
characteristics. It comprises 9 excerpts from historicajliEh texts
from OIld English to Early Modern English. These are arrdnge
chronologically in Figure 3:

Name Date Size
Sermo Lupi ad Anglos 996 - 1023 AD 13 kb
Beowulf €.1000 AD 106 kb
Apollonius of Tyre ¢.1000-1050 35 kb
The Owl and the Nightingale €.1250-1300 AD 10 kb
Chaucer;Troilus & Criseyde c.1370 AD 123 kb
Malory, Morte d'Arthur c.1470 AD 132 kb
Everyman ¢.1500 AD 37 kb
Spenserfaerie Queene 1590 AD 34 kb
King James Bible 1611 AD 11kb

Figure 3: The contents of example corpus C

2.1 Data creation

Prior to its standardization in the later 18th centwpglling in the
British Isles varied considerably from time to time aratplto place,
reflecting on the one hand differences in phonetics, phonology and
morphology at different stages of linguistic developmant] on the
other differences in spelling conventions. It should, eftge, be
possible to categorize texts on the basis of their spelingl to
correlate the resulting categorizations with chronology.is,Th
therefore, is the research question: can the documents be
accurately categorized chronologically solely on the basisheif t
spelling?
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How does one go about investigating spelling? The approach
taken here is based on the concept of the tuple. A tupleeiguersce
of symbols: AA is a pair, AAA a triple. AAA a four-tupland so on.
This concept of tuple offers an efficient way of compaspgllings
among texts:

« Given a collection D containingn documents, compile a list
of all letter tuples of that occur in the texts. Assuhs there
aren such tuples.

« To each of the documentsid D (fori = 1.m) assign a vector
of lengthn such that each vector element(for j = 1.n)
represents one of timeletter tuples.

» In each document; @ount the number of times each of the
letter tuplesj occurs, and enter that frequency in the vector
element yof the vector associated with d

The result is a set of vectors each of which is an oecaerfrequency
profile of letter tuples for one of the documents in D.sEhdocument
profile vectors can be stored as the rows of the datdxma

A letter-pair frequency matrix was abstracted from @qus
the foregoing procedure. 554 letter pairs were found, ane sirece
are 9 documents, the result is a 9 x 554 matrix hencafefiehred to
M. An example fragment is shown in Figure 4:

v1l:ic |v2:ch |v3:we |...|vB54: qd
Sermo Lupi 67 1 86 ..jo
Beowulf 400 15 737 .{0
King James Bible 18 18 21 ..Jo

Figure 4: Letter-pair frequency matrix M abstracted flom

2.2 Hierarchical cluster analysis of M
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From what is commonly known of the history of the English g
and of spelling at various stages of its development, expects
cluster analysis of M to produce no surprises: the Old Endlliddle
English, and Early Modern English texts will form clusterdis
expectation is not fulfilled, however, as is shown in Fidure

The Owl and the Nightingale, 1250-1300 AD, 9731 pairs
Sermo Lupi ad Anglos, 996-1023 AD, 11755 pairs
King James Bible, 1611 AD, 10925 pairs

Apollonius of Tyre, 1000-1050 AD, 34318 pairs

Faerie Queene, 1590 AD, 33002 pairs

Everyman, 1500 AD, 36051 pairs

Beowulf, 1000 AD, 97825 pairs

Troilus & Criseyde, 1370 AD, 124169 pairs —|
Morte d:Athur, 1470 AD, 134134 pairs — |

Figure 5: Cluster tree of the rows of data matrix M

The texts do not cluster by chronological period, and theetlngtin

fact makes no obvious sense in terms of anything one knows about
them and their historical context. When, however, one lookbeat t
'Size' column in Figure 3, the reason for the clustennediately
becomes clear. The texts have been clustered by thativeclengths:

the short texts@wl, Sermo, King Jamggomprise one cluster, the
intermediate-length textsApollonius, Faerie Queene, Everymaa
second cluster, and the long texigdilus, Morte d'Arthuy a third,

with Beowulf on its own commensurate with a length that falls
between the intermediate-length and long texts.

2.3 Explanation of document length based clustering

Clustering based on document length is best explained in t&frms
vector space geometry, for which see any textbook on linear algebr
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such as Fraleigh & Beauregard (1995). A vector space ismaegecal
interpretation of a vector in which

» the dimensionalityr of the vector defines amdimensional space
which, for present purposes, is taken to be the faniiaidean
one in which the axes are straight lines at right angles to one
another.

 the sequence of numbers comprising the vector specifies
coordinates in the space.

» the vector itself is a point at the specified coordimatehe space.
For example, the two components of a vector v = (30 70)gar€i6

are coordinates of a point in a two-dimensional spacethmse of v =
(40 20 60) of a point in three-dimensional space:

100 100

* (30 70)

100

100
i o208

Figure 6: Vectors in two and three dimensional vectocespa

A length-4 vector defines a point in 4-dimensional spaa#saron to
any dimensionalityn. Mathematically there is no problem with spaces
of dimension greater than 3. The only problem lies in tesipility of
visualization and intuitive understanding: as the number ofibies
and thus dimensions grows beyond 3, graphical representation and
intuitive comprehension of it become impossible. The two thnek
dimensional cases provide a very useful intuitive analogifgiver-
dimensional ones, though.

More than one vector can exist in a vector space. Wtrer2,
for example, a set of vectors in the two-dimensionatsmaight look
like Figure 7:
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Figure 7: Multiple vectors in two dimensional vectorapa
Two concepts associated with vectors in a space avardlhere:

* The length of a vector is the length of a line drawn ftbm
axis origin to the vector's coordinates in the space --for
example L1 in Figure 7. Where two or more vectors exist i
space it is possible to compare their lengths: in Figutd 15
greater than L2.

* Where two vectors exist in a space it is possible to uneas
the distance between them, and when there are more than two
their relative distances can be compared; in figure 7f@rl,
example, is greater than D2.

Exploratory analytical methods use relativities of vedistance to
identify clusters: vectors whose values are relatiaiypilar have
similar coordinates in space and are thus relativelyedogether in
the space, whereas vectors whose values are relativelynitis are
relatively far apart in space. Figure 8 shows a two-dilnaak data
matrix, the corresponding vectors in two-dimensional space,aand
hierarchical analysis showing the cluster structure.
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Figure 8: Data matrix with scatter plot of row vectiorswo-dimensional space and
corresponding cluster tree showing distance relativifiesvo vectors in the space
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Now observe what happens to the distribution of the row vectors in
the space and the corresponding cluster tree when a proper slubset
them is lengthened. A vector is lengthened by increasing the
magnitude of the numbers that comprise it. The numeridaksaof

all the vectors belonging to cluster B in Figure 8 were pligtl by

10; note that this is a random selection both of vectors aind
multiplier, and the discussion to follow would have been theesa
with a different selection. The resulting matrix, togetwéth the
corresponding scatter plot and cluster tree, are showigime 9:

vl v2 160
27 |46 124
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30 |50
32 |51
34 (54 120 +14
55090 94410
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600|100 BoaT

630|110 ol
10 1640110 2 s
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28 |77 |70
29 |76 |73
30 |76 |69

AC

Figure 9: Modified matrix from Figure 8 with correspondingti&eeplot and cluster
tree

Lengthening the row vectors of cluster B in Figure 8 has mdwed t
far from A and C and brought A and C relatively much @los
together. The consequence for clustering is shown in the
corresponding tree, which now differs fundamentally fromahe in
Figure 8: A and C now form a composite cluster, and Bisfrom
AC. In this case, therefore, it is clear that relatreetor length is an
important determinant of clustering, and, more spelfic that
vectors of similar lengths cluster --long with long andrstdth short.
The general case is not quite so simple, since thesahgteveen and
among vectors and not just their relative lengths also neesl tetkbn
into account (Fraleigh & Beauregard 1995), and it is mocerate to
say that, in general, vectors of similar lengdrsdto cluster.

How does all this apply to length-based clustering of varying-
length document collections? When, as here, the data ebdtfaom
a collection is a frequency matrix based on countingalurrences of
a set of features in each text, the sum of magnitudes &fetpeencies
in the vector representing a long document will be greatan the
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sum of magnitudes of frequencies in the vector representstp
one --or, on other words, vectors representing long docunagpts
longer than vectors representing short documents in a katyig
proportional to the difference in document lengths. Thishimwn in
Figure 10, where row vector lengths in M are plotted agahms
lengths of the corresponding documents in C, and where \lentgih
grows near-linearly with document length:

16000 - Marte d'Arthur &

14000 F Trailus & Crizeyde &

12000

10000 F O Beowulf
Row

vectar
length 8000

6000 -

L < Everyman
4000 @qullo%ius of Tyre
Faerie Queene

2000 - -
Sermo Lupi ad Anglos
& King Jameb Bible

The ! wil and thnla Nightingalle . . . .
0 2 4 B B 10 12 14 x10°

1]

Text length

Figure 10: Plot of row vector lengths in M against thmgths of the corresponding
documents in C

Comparison of Figure 10 with the cluster tree in Figurméreover,
shows an isomorphism between the vector length relatiofsgure
10 and the document clustering in Figure 5: the documentshiegre
clustered by relative vector length.

3. Solutions

There is an obvious solution to the problem of variatioddoument
length: truncate all the documents to the length of theedtothereby
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making them all equal in length. There are, however, twblpms
with this approach. On the one hand, where the variatitarge and
the shortest documents are very short, it entails throsivay a good
deal of potentially useful information. And, on the othtere is no
obvious basis for choosing what material to retain from longer
texts and what to discard. For these reasons, afteradb truncation
have been developed.

The literature contains a variety of ways of mitiggtior
eliminating the effect of variation in document lengthdata matrix
row vector clustering (Buckley 1993; Singtetl al 1996a, 1996b).
We will consider the one that is probably the intuitively most
accessible: normalization by mean document length. This
normalization adjusts the lengths of each row vector ofmax n
frequency matrix, here M, in relation to the mean lengtthocuments
in the collection:

M= M, XL_
length(i)
where:
« M’ is the normalizedth row vector of the matrix M, for=
1..the number of rowms in M.

* M, is the unnormalizedth row vector of the matrix M
* uis the mean number of letter pairs acrossria®wcuments
* length(i) is the number of letter pairs in any given docunent

The value in each document vector iMmultiplied by the ratio of the
mean number of letter pairs across all the documentwigollection
to the number of pairs in documentThe effect is to decrease the
values in the vectors that represent long documents agerthiem in
vectors that represent short ones, and, for documentarthaear or at
the mean, to change the corresponding vectors little or natl.at
Conceptually, therefore, this normalization constitutes aectunje
about what the row vectors in a data matrix would have bleerif
the corresponding documents had all been the same length.

Cluster analysis of the normalized matrix M' is shown i
Figure 11:
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The Cwl and the Mightingale, 1250-1300 AD, 9731 pairs
Sermo Lupi ad Anglos, 996-1023 AD, 11755 pairsj
Beowulf, 1000 AD, 97825 pairs

Apaolloniog of Tyre, 1000-1080 AD, 34315 pairs

King Jares Bible, 1611 AD, 10925 pairs

Faerie Queene, 1590 AD, 33002 pairs
Troilus & Criseyde, 1370 AD, 124169 pairs
Morte d'Arthar, 1470 AD, 134134 pa\rs:|

Everyman, 1500 AD, 36051 pairs

Figure 11: Cluster tree of the rows of length-normaliredrix M’

The row vectors are now clustered by the chronological peobtiwe
texts they represent, and make sense in terms of what isnkabw
those texts in relation to the history of English. Theetawvo main
clusters. The upper one subclusters into a group of Old English t
and the single Early Middle English text irrespective afigth
variation. The lower one contains the later Middle English tued
Early Modern English texts. Here, the most recent of theyE
Modern textsKing Jamesis on its own; thd-aerie Queengethough
chonologically near t&King James is known deliberately to have
archaized its spelling, and is thus classified with Middle English
texts. Document length normalization has, therefore, sohed
problem of clustering by document length in this instantiee
NECTE data matrix discussed in Section 1 above was, avere
normalized prior to cluster analysis, and the tree shoviigure 2 is
based on the normalized matrix.

4. Discussion

Document length normalization is not as straightforwasd the
foregoing discussion suggests, for two main reasons.
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Firstly, the normalization procedure used in Sectionl@edo
the problem of variation in document length in the senag fbr the
small example corpus C, it supported a cluster analyatsgtive the
expected answer, and, for NECTE, supported an anallyais is
sociolinguistically plausible. But how does its performanompare
to the other available normalization methods, both widpeet to
these and to more general applications? Selection of anpaispeo
method must be based on an evaluation of their relative effaels;
the plan is to undertake such an evaluation as part of fresearch
on document length normalization.

Secondly, frequency matrices based on collections ofngryi
length documents can have characteristics that comprothise
effectiveness of existing normalization procedures. One dfetlie
nonlinearity in the growth of variable frequency with iragieg text
length, and another is unreliable population probability edtim for
variables in very short documents. An adequate account &brtimer
would excessively prolong the discussion and is therefore not
attempted here, but see Moisl (2007) for an indication of vigat
involved. A brief account of the latter follows.

Given a population E of events, the frequency interpretation
of probability (Milton & Arnold 2003:1-17) says that the probailit
p(e) of e € E (fori in 1.n) is the ratio frequency(e) / n), that is, the
proportion of the number of timeg occurs relative to the total
number of occurrences of events in E. For example, if caurdent
contains 100,000 letters and the letjepccurs 320 times, then the
probability p(g) = 320 / 100000. A sample of E can be used to
estimatep(e), as is done with, for example, human populations in
social surveys. The Law of Large Numbers (Grinsteadn&l997:
305-320) says that, as sample size increases, so doeketif@did
that the sample estimate of an event's population probalslity
accurate; a small sample might give an accurate estinudtis less
likely to do so than a larger one, and for this reason |laayaples are
preferred.

With specific reference to document corpora, it wastpdin
out earlier that, where the data abstracted from a multiHdent
corpus is a frequency matrix based on counting all ococeseof a set
of features in each document, the sum of magnitudes of the
frequencies in a vector representing a relatively longeurdeat is
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greater than the sum for the vector representing &vedia shorter
one. The longer the document, therefore, the more accurate its
estimation of the population probabilities of the seléctextual
features can be expected to be. To exemplify this, a rdpdmtected
document --DickendDomby & Sor was partitioned into a corpus D

of 100 increasing-length segments: the first segment contarfa gt
1000 words of the novel, the second segment the first 2000 wars, a
so on, adding the next 1000 words to segrméatcreate segmemt+

1. A matrix Q of letter-pair frequencies was abstraftech D as in
Section 2.1 above. For convenience of exposition, the matws ro
were arranged in ascending order of row vector lengthatahb one
representing the shortest segment was ;aar@ the longest at 63,

and the columns so that the highest-frequency variable was
represented by the leftmost column and the lowest freguariable

in the rightmost one. The probabilities for each of theelgifir
columns of Q were then calculated to find out the mafstiip
between segment length and accuracy of population probability
estimation for each pair across the entire 100-segmdetiioh. The
probability distributions for the three most frequent ph&sh, andin

are shown in Figure 12; the distributions for the remainingnaou

are similar.
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Figure 12: Probability estimates of the letter phiggh, andin, where the horizontal
axis represents segments of increasing length and tleabastis probability.

The horizontal axis represents the 100 segments and theavartis
the probability estimates fdre th, andin. In each distribution, the
probabilities fluctuate for the shorter segments on the leftthan
settle down to a fairly constant value representing tiaeeasingly-
accurate estimate of the population probability as one mimvése
longer segments on the right, which is what one expects frerhaw
of Large Numbers. The fluctuations on the left are caused
frequency values that are too large or too small relativthe length
of the segment to estimate the population probability acdyrdte
other words, frequency values for variables in shextistcan be and in
the present instance are unreliable estimators of paopulat
probabilities.

This unreliability can render document length normalizatio
unreliable as well. To show how, Q was normalized using thw sa
procedure as in Section 3, and the effect on the valuekeihe
column is shown in Figure 13.

e I R i (A R i
sool bbb ]
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5700
5600 f+.¢

Marmalized
frequencies 5500

5400

5300

5200

5100
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0
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Figure 13: Normalized values for the latter grrwhere the x-axis represents texts
of increasing length and the y-axis the normalized values.



21

Figure 13 shows a normalized frequency distribution curve
isomorphic with the probability curve in Figure 12: for theorsér
segments, the normalized values fluctuate between about 5800 an
5900 before settling down to a value around 5600. This degree of
variation can be expected to affect assignment of theestsmgments

to clusters in cluster analysis. The suspicion, moredvénat Q is not
unigue in this respect, and that the effect just destniik occur for
matrices derived from other document collections --thashort, this

is a general problem in document length normalization. How
widespread it is, and how important its effect on exaitmny analysis,

is a matter for further research. And, if it is botidespread and
important, so is what to do about it.

5. Conclusion

To use exploratory multivariate methods effectively indhalysis of
document collections, issues that arise with respedig@bstraction
of data from such collections have to be understood. Thierpa
addressed an issue that has a fundamental bearing ealitity of
analytical results based on such data: variation inahgths of the
documents in the collection of interest. The discussion iwgsur
main parts. The first part showed how a particular clabs o
computational methods, exploratory multivariate analysis,be used

in historical dialectology research, the second explained wihgtioa

in document length can be a problem in such analysis, thé th
presented a solution --normalization of document lengttivelto the
mean length of documents in the collection-- and the fousthted
out some difficulties that arise in relation to documemgtl
normalization. The conclusion is that failure to normalarevariation

in document length can generate fundamentally erroneougerclus
analytical results, but that normalization itself twmsne unresolved
problems.
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